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Abstract 

The minimum solute concentration necessary to pro- 
duce an observable change in image contrast in 
atomic-resolution transmission electron microscopy 
was investigated by multislice image-simulation tech- 
niques. The results show that local changes in speci- 
men composition produce regular changes in image 
contrast, and that the minimum detectable solute 
concentration for any system of matrix and solute 
can be predicted from a simple formula based on a 
rule of mixtures, using only the atomic numbers of 
the matrix and solute elements. Optimum specimen 
and microscope conditions for observing local 
changes in specimen composition and the possibility 
of using atomic-resolution transmission electron 
microscopy for absolute determination of specimen 
composition are also discussed. 

1. Introduction 

The current 300-400 keV transmission electron micro- 
scopes with spherical aberration coefficients of about 
l mm possess point-to-point resolutions of 0.18- 
0.2 nm. Since this is sufficient to resolve the atomic 
structures of most metallic and ceramic materials in 
low-index zone axes, the acronym ARM (atomic- 
resolution microscopy) has become popular. Atomic- 
resolution capability is particularly important in the 
field of materials science, where it is often necessary 
to understand the atomic structure and composition 
of a material in order to explain its properties. While 
many researchers have investigated the possibilities 
and limitations of structural information that is avail- 
able by ARM (Spence, O'Keefe & Iijima, 1978; Sax- 
ton & Smith, 1985; Self, Glaisher & Spargo, 1985), 
the compositional information that is contained in 
atomic-resolution images is just beginning to be sys- 
tematically examined (Rose & Gronsky, 1986; 
Ourmazd, Rentschler & Taylor, 1986; Howe, Dahmen 
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& Gronsky, 1987; Tanaka & Cowley, 1987). The abil- 
ity to determine the solute concentration in individual 
columns of atoms has many important applications 
in materials science, such as allowing determination 
of the extent of solute segregation to dislocations, 
grain and interphase boundaries, permitting charac- 
terization of long-range order in small metastable 
strengthening precipitates, and determining the extent 
of interdiffusion and abruptness of interfaces in 
multilayered structures. This paper presents the 
results of an investigation aimed at determining the 
minimum concentration of solute that produces a 
significant change in the image contrast of a matrix 
of arbitrary atomic number. The results from this 
study yield a general relationship for predicting con- 
trast effects in atomic-resolution images due to 
changes in specimen composition. 

2. Background 

In the multislice method for calculation of dynamical 
amplitudes and phases in ARM (Cowley & Moodie, 
1957; Lynch & O'Keefe 1972; Goodman & Moodie, 
1974; Self, O'Keefe, Buseck & Spargo, 1983), a speci- 
men of thickness t is divided into N slices of thickness 
Az along the electron-beam direction. The thickness 
Az is often chosen as the unit-cell dimension parallel 
to the electron-beam direction for convenience. The 
crystal potential of each slice Az is replaced by its 
two-dimensional projected potential ~(x,y) and 
treated as a transmission function or phase grating. 
The amplitudes and phases of the electron wave func- 
tion at the exit surface of a specimen of thickness 
t = NAz are found by successive propagation of an 
incident wave function through the transmission 
function of each slice, and through vacuum in 
between each slice. 

2.1. Effect of solute on image contrast 

Tanaka & Cowley (1987) recently investigated the 
dynamical diffraction effects of diffuse scattering due 
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to point defects (solute) in crystals on the resulting 
images through theoretical formulations and multi- 
slice image simulations. Simulations of Au crystals 
including point defects without strain showed that 
the image contrast is localized in atomic size and 
relatively insensitive to the defect depth when the 
total crystal thickness is fixed. Tanaka & Cowley 
(1987) also compared the contrast from two point 
defects separated horizontally in the same and 
different slices and concluded that the images of 
paired defects appear separately and that the image 
features do not change drastically with the defect 
depth. Therefore, the wave field below a crystal can 
be treated independently at each atomic column, as 
in the column approximation (Howie & Basinski, 
1969; Van Dyck, Van Tendeloo & Amelinckx, 1982). 
Furthermore, because the modulation of the funda- 
mental reflection is small and each diffuse scattering 
event is very weak, the final wave field from a crystal 
may be a sum of waves due to each point defect in 
the first approximation and the contrast from a small 
number of defects in an atomic column can be simply 
related to the number of defects by a nonlinear 
expression. 

2.2. Minimum detectable solute concentration 

In the extreme cases an atomic column can be 
composed of either pure matrix or solute atoms. For 
a mixture of matrix and solute atoms, the average 
potential along the column will follow a rule of mix- 
tures, as illustrated in Fig. 1. If it is assumed that the 
relative scattering power of any atom, and hence its 
projected potential, is adequately described by the 
atomic number Z, a rule of mixtures for scattering of 
electrons along a column of atoms may be written as 

ZA= ZM(1-C)+CZs,  (1) 

where ZM =atomic  number of the matrix, Zs = 
atomic number of the solute, Za = average atomic 
number of a column of atoms containing a concentra- 
tion of solute C (atomic fraction or atomic percent). 
This investigation is particularly concerned with the 
minimum detectable solute concentration Cm~, that 
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Fig. 1. Illustration of an average atomic number ZA different from 
the matrix atomic number ZM due to the addition of  solute with 
atomic number Zs. 

produces an observable effect in the image contrast 
since knowledge of Cmi, affords an estimate of the 
compositional sensitivity of ARM for any combina- 
tion of matrix and solute. Equation (1) may therefore 
be arranged to give Cmi, as 

C.,,.=IZA--ZMI/IZs--ZMI, (2) 
where the quantity ]ZA--ZM[ represents the change 
in atomic number from the matrix required to produce 
an observable effect on the image contrast. Absolute 
values are used in (2) to ensure a positive value for 
Cmi,. The logarithm of (2) yields 

log Cmi n = --log [,as -- Z M 1-~- log [ZA -- Z M [. (3)  

The form of (3) is similar to power-law expressions 
used for describing the dependence of contrast on 
atomic number based on mass thickness (Reimer, 
1984), and is analogous to equations which are used 
in biological work and imaging of single atoms on 
substrates in scanning transmission electron micros- 
copy (Isaacson, Langmore, Parker, Kopf & Utlaut, 
1976; Reimer, 1984). The value of the quantity I Z A -  
ZM[ can be determined by plotting log Cmi, versus 
log [Zs- ZM[ for any matrix and solute and extrapo- 
lating a straight line with slope equal to -1  to ]Zs- 
ZMI= 1. Once the intercept [ZA--ZMliS determined, 
(2) may be used to predict the minimum detectable 
solute concentration for any system of matrix and 
solute. 

It is evident from (2) that Cmi n increases with ZM 
and decreases with increasing [Zs- ZM[as expected 
from electron scattering theory. That is, for a matrix 
of arbitrary atomic number the minimum concentra- 
tion of solute that is required to produce a significant 
change in image contrast increases as the atomic 
number of the matrix increases, and decreases as the 
atomic number difference between the matrix and 
solute increases. Such behavior is expected on the 
basis that more solute is necessary to produce a con- 
trast change above a strong-scattering matrix than 
above a weak-scattering matrix and, similarly, that 
less solute is required to produce a contrast change 
when the atomic numbers of the solute and matrix 
are very different than when they are nearly the same. 

2.3. Optimum thickness for detection of point defects 

As illustrated in Fig. 2(b), a high-resolution image 
of a weak-phase object consists of dark atoms on a 
uniformly bright background (Spence, 1981), where 
the darkness increases with atomic number Z since 
the projected specimen potential is related to the 
atomic scattering amplitudes for electrons by an 
inverse Fourier transform (Hirsch, Howie, Nichol- 
son, Pashley & Whelan, 1977). With increasing speci- 
men thickness, dynamical diffraction causes the 
amplitudes of the Bragg-scattered beams to display 
an oscillatory (Pendellrsung) dependence (Spence, 
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O'Keefe & lijima, 1978). As illustrated in Fig. 2(c), 
when the specimen thickness reaches one-quarter of 
the extinction distance (~:ooo/4) and approaches one- 
half of the extinction distance (srooo/2), the intensity 
of the forward-scattered beam decreases and the 
image displays half-spacings arising from strong 
interference among the Bragg-scattered beams. For 
crystals between about sCooo/2 and ~ooo thick, the dark 
spots lie among the atom positions, which leads to a 
reversal in image contrast (Figs. 2d and e), and at 
~:ooo the forward-scattered beam has its maximum 
intensity and the image shows somewhat reduced 
phase contrast (Fig. 2f). Since phase contrast is 
minimum at ~:ooo, perturbations in the scattered ampli- 
tudes due to defects should show most strongly at 
this thickness (Self, Glaisher & Spargo, 1985; Rose, 
1985). Based on this dynamical image behavior, it is 
expected that at Scherzer (1949) defocus, where the 
structural detail in an image is most easily interpreted, 
the maximum contrast due to defects such as 
impurities is most apparent at ~:ooo, and this has been 
confirmed using high-resolution image simulations 
by Rose (1985), Rose & Gronsky (1986) and Tanaka 
& Cowley (1987). Since it is possible to produce 
specimens of most metallic and ceramic materials 
with thicknesses on the order of ~:ooo, the possibilities 
of experimentally obtaining compositional informa- 
tion by ARM are favorable in this regard. 

3. Experimental procedures 

The experiments were performed by high-resolution 
image simulations, using the S H R L I  suite of pro- 
grams described by O'Keefe & Buseck (1979). The 
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Fig. 2. (a)  Projected potential  for f.c.c. AI in a (110) orientat ion 
containing 2.5% Si in the center  a tomic column (arrow),  and 
(b)-(f) s imulated ARM images for the same structure at ~, ~, ½, 
3 and ¢ooo, respectively, where srooo = 24.4 nm. 

Table 1. Elements (compounds), atomic numbers, 
crystal structures and orientations used 

equation (2) 
to test 

Element Atomic Zone  
( compound)  number  Crystal structure axis 

AI, Cu, Ag, Pt 13, 29, 47, 78 Face-centered cubic (110) 
Co 27 Hexagonal close packed (1120) 
Fe 26 Body-centered cubic (100) 
Si 14 Diamond cubic (110) 

GaAs, lnP 31/33,49/15 Zinc-blende (110) 

S H R L I  suite consists of four programs, FC0128,  
PG128, MS128 and IM128, which are run in suc- 
cession and use a 128 x 128 array to compute a simu- 
lated high-resolution electron microscope image. 
Images were calculated for a variety of compounds 
in order to determine the value of [Za-ZMI and test 
the range of validity of (2), using typical operating 
conditions for a perfectly aligned JEOL 4000EX 
microscope. The microsope operating conditions 
used in the simulations were: accelerating voltage 
(V) = 400 keV, spherical aberration coefficient (Cs) = 
1.0mm, objective lens defocus ( A f ) = - 5 0 . 0 n m ,  
semi-angle of beam convergence (a)  = 0.5 mrad, half- 
width of Gaussian spread-of-focus (A) = 5.0 nm and 
radius of objective aperture ( r ) = 6 . 0 n m  -1. The 
effects of nonaxial crystal and beam conditions are 
complicated and are not discussed in this analysis. 
The phase-grating slice thicknesses were taken as the 
interplanar spacing parallel to the electron-beam 
direction (for example, Az in (110) AI was 0-286 nm), 
and at least those beams out to 40.0nm -~ were 
included in the multislice calculations. The intensities 
from the simulated images were scaled so that each 
image contained intensities that ranged over the same 
grey levels. Although this normalization of image 
contrast means that low-contrast images have their 
intensity ranges stretched in comparison with images 
of inherently high contrast, most images had similar 
contrast and the majority of features were such that 
their intensity would be detectable on standard elec- 
tron microscope photographic film. Similar manipu- 
lation of contrast can be performed using image pro- 
cessing techniques on digitized experimental images. 

The compounds, crystal structures, atomic numbers 
and orientations examined in this study are presented 
in Table 1. The atomic numbers of the elements and 
compounds ranged from 13 to 78, and a variety of 
important crystal systems characteristic of structural 
metals, magnetic and semiconductor compounds 
were examined. 

The general procedure used to determine the value 
of IZA-ZM[ and test (2) was as follows. First, ampli- 
tude/phase versus thickness plots were generated for 
the pure elements and compounds. Subsequently, the 
concentration of solute was progressively increased 
in one column of the matrix and images were gener- 
ated at exactly ~, ~, ~, 3 and ~:ooo. It was found that 
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the maximum change in image contrast due to the 
solute occurred at ~¢ooo as expected from the discussion 
in § 2.3, and illustrated for 2.5% Si and AI in Fig. 2. 
This was true for the simple metallic structures as 
well as for the more complicated compound crystals 
and agrees with the findings of Rose & Gronsky (1986) 
for Si. The minimum detectable solute concentration 
Cmin was then established by varying the solute con- 
centration and performing further simulations at ~:ooo 
until the change in image contrast was no longer 
readily apparent  by eye. The eye was chosen to estab- 
lish Cmin because when an actual investigation is 
performed, an initial means of  scanning an image for 
segregation etc. is likely to be done first by eye, 
followed by further digitization of the image and /o r  
densitometer traces to obtain quantitative changes in 
the image intensity. Since there is no noise or surface 
contamination in the simulated images, there is essen- 
tially no limit to the detectability• However, Iijima 
(1977) has suggested that an intensity change of at 
least 3% is required for experimental detectability in 
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Fig. 3. (a)-(d) Simulated ARM images for f.c.c. A! in a (110) 
orientation and containing 0.5, 1.5, 2.5 and 3.5% Si in the center 
atomic column (arrow in c), and (e) intensity profile across the 
center row of atoms in (c), illustrating the decrease in intensity 
for the column containing Si (Is) as compared with the intensity 
of a matrix column (IM). The images are at ~ooo thickness and 
the percentage change in image intensity is shown in the top 
right-hand corner in (a)-(d). 

actual images, and this was supported by the work 
of Rose (1985). In this investigation, Cm~, was selected 
to produce at least a 3% change in intensity and often 
about a 10% change. Since a value for Cmi, deter- 
mined by eye is subjective, a representative example 
for Cmi, (2"5% Si in AI) is illustrated in Fig. 3(c). 

After Cm~n was established for one solute, the value 
of the image intensity at the center of the solute- 
containing column Is in Fig. 3(e) was determined 
from the IM128 program, and a percentage change 
in image intensity ( % A I )  relative to the center of a 
pure matrix column (IM in Fig. 3e) was calculated 
from the formula %AI=(Is - - IM)( IO0) / I~ .  The 
intensity profile across the solute and matrix columns 
in Fig. 3(e) demonstrates that the intensity change 
due to the solute is confined within a single atomic 
column, and this agrees with the findings of Tanaka 
& Cowley (1987). An initial value of ]Z A --ZM] was 
also determined and a wide range of additional 
solutes with atomic numbers both greater and less 
than the matrix were individually added to the 
column. The value of Cmi n for each of these elements 
was established by achieving the same percentage 
change in image intensity (% AI) as the initial solute, 
which usually yielded the same change in image con- 
trast, as demonstrated for various elements in AI in 
Fig. 4. In most cases, the percentage change in 
intensity at the solute column was between about 3 
and 10%, usually being less when the atom positions 
were white than when they were dark, because it was 
easier to detect a change in image contrast with white 
atom positions. Furthermore,  the effect of adding a 

Fig. 4. Simulated ARM images for (110) AI containing: (a) 2.5% 
Si, (b) 2.0% Mg, (c) 0.4% Ca, (d) 0.3% Cu, (e) 0-15% Ag and 
(f) 0.09% Pt in the center atomic column. All images are at ~ooo 
and the solute concentrations are the values chosen for Cmi,. 
The corresponding intensity changes are shown in the top right- 
hand comers. 
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solute with an atomic number greater than the matrix 
was usually to cause the intensity to decrease at that 
position, i.e. more electron scattering (Figs. 4a, c- f ) ,  
while adding a lighter solute caused the intensity to 
increase, i.e. less electron scattering (Fig. 4b). The 
values of Cmi n w e r e  then plotted versus [ Z s - Z ~ I  on 
a log-log scale and a straight line with slope equal 
to -1  [equation (3)] was best fitted through the data 
points for each structure. The final value of IZA - ZM[ 
was determined by taking the average of the values 
resulting from all of the structures, as discussed 
below. 

4 .  R e s u l t s  a n d  d i s c u s s i o n  

4.1. Metallic elements 

The results for metallic structures are shown in 
Figs. 5 and 6. Two main features were examined for 
this group of elements: (1) the effect of changing 
atomic number on Cm~, for the same f.c.c, crystal 
structure, and (2) the effect of changing crystal struc- 
ture (f.c.c., h.c.p., b.c.c.) on Cmi, for elements with 
similar atomic numbers. The results of the f.c.c, metals 
with atomic numbers ranging from 13 to 78 are shown 
in Fig. 5. In this figure, the experimental values of 
Cmi. were plotted and lines with slopes equal to -1  
were best fitted through the data points. Although 
there is scatter in the data points about these lines, 
some of which is probably due to uncertainties in the 
values for the atomic scattering amplitudes, Fig. 5 
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Fig. 5. Plot of log Cmi. versus log IZs -ZM[ for (110) f.c.c, metals 
with atomic numbers of 13 (A1, gooo = 24.4 nm), 29 (Cu, ~o0o = 
8.2 nm), 47 (Ag, #ooo = 5.5 nm) and 78 (Pt, ~:o0o = 18.9 nm). The 
dashed line corresponds to a slope of -0.8 through the data 
for AI. 

shows that the expected behavior of increasing Cmin 
with decreasing [ Z s -  ZM[ and increasing ZM is real- 
ized, and that this behavior is reasonably well 
described by lines with slopes equal to -1 ,  as predic- 
ted by (3). Furthermore, this behavior is displayed 
by all of the f.c.c, elements, independent of atomic 
number. Also note that in heavy matrices such as Pt, 
solutes with I Z s -  ZMI < 3 are not detectable by eye, 
and that slightly better fits to the data would occur 
for all the elements if the slopes were decreased to 
about -0 .8  (dashed line for A1 in Fig. 8), which 
indicates that (3) slightly underestimates the value of 
Cmi n when [Zs-ZM[ is greater than about 15 and 
slightly overestimates Cmi, when [Zs - ZM[ is less than 
this. 

One unusual feature of the results in Fig. 5 is that 
the intercepts at [Zs - ZM[ = 1 for A1 and Cu are about 
six times less than those for Ag and Pt. That is, the 
intercepts for Ag and Pt (extrapolated above Cm~n = 
100%) are about 2ZM while the intercepts for AI and 
Cu are about ½ZM. Examination of subsequent data 
in Figs. 6 and 8 shows that the values of ]ZA--ZM[ 
for A1 and Cu are exceptionally low, and that Ag and 
Pt display the most common behavior. The low inter- 
cepts for A1 and Cu mean that addition of a small 
amount of solute produces a sharp change in image 
contrast for these elements, and this can be beneficial 
when looking for segregation etc. 

The effect of changing crystal structure o n  Cmi n for 
nearly constant ZM is illustrated in Fig. 6. Lines with 
slopes equal to -1  were best fitted through the data 
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Fig. 6. Plot of log C=in versus log ]Zs -ZM[ for metals with similar 
atomic numbers but different crystal structures and orientations, 
i.e.f.c.c. Cu (29, ~ooo=8.2nm) in (110), h.c.p. Co (27, s%oo = 
8.5 nm) in (1120) and b.c.c. Fe (26, s¢ooo = 16-5 nm) in (100). 



454 M I N I M U M  DETECTABLE SOLUTE CONCENTRATION 

for Fe (b.c.c.), Co (h.c.p.) and Cu (f.c.c.) with atomic 
numbers of 26, 27 and 29, respectively. Again, the 
dependence of Cmi, on Izs-zMI is satisfactorily 
described by these lines although, as mentioned pre- 
viously, the intercept for Cu (f.c.c.) is unusually low. 
The value of Cmin at [ Z s - Z M ] =  1 for Co (h.c.p.) is 
about 2Z~ and consistent with Ag and Pt, while the 
intercept for Fe (b.c.c.) is significantly higher at about 
3.5ZM. These results indicate that crystal structure 
appears to affect Cmi, for constant ZM. The way that 
crystal structure affects Cm~, can be explained by 
examining Fig. 7, where the minimum detectable con- 
centrations of 4.3% Zr in Fe, 3.6% Mo in Co and 
0.15% Ag in Cu (all with ]Zs-ZM]'-- 15) are shown 
with the corresponding percentage changes in image 
intensity at the solute position. A 15% decrease in 
image intensity is required to observe contrast 
changes by eye in an open structure such as b.c.c. Fe, 
while only an 11% decrease is needed in the h.c.p. 
Co structure, and almost four times less intensity 
change ( -3 -3%)  is required to cause observable 
effects in close-packed f.c.c. Cu as compared with 
h.c.p. Co. The reason for these changes appears to 
relate to the spacing, symmetry and intensity of the 
atom positions in these structures. When the atomic 
columns are widely separated, have a high projection 
symmetry and their images are dark on a bright back- 
ground such as (100) Fe in Fig. 7(a), the addition of 
solute to a particular atomic column mainly affects 
the intensity only within the column without produc- 
ing a large change in its shape or diameter. Since the 
atom positions are dark, a relatively large change in 
image intensity is required to be detectable by eye. 
In more closely packed structures with lower projec- 
tion symmetry such as (110) Cu in Fig. 7(c), the 
addition of solute to a column produces a readily 
observable change in the image manifested as an 
increase or decrease in the size of the solute-atom 
position, particularly when the atomic columns are 
bright on a dark background. The h.c.p. (11~.0) Co is 
intermediate between these two cases. 
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Fig. 7. Simulated ARM images at ~:ooo for: (a) 4-3% Zr in Fe in 
a (100> orientation, (b) 3.6% Mo in Co in a (1120) orientation, 
and (c) 0.15% Ag in Cu in a (110) orientation. The corresponding 
intensity changes are shown in the top right-hand corners. 

The previous observations yield an important 
result. If a common change in image intensity of 
zal = ±10% is used to determine Cm~, rather than the 
eye, all of the data presented so far are accurately 
described by (3) and yield a common intercept of 
about 2ZM. Elements such as AI, Cu and Fe that have 
deviated from this behavior have done so because the 
eye has been used to determine the values of Cmin. 
Therefore, (2) and (3) are essentially crystal-structure 
independent if the quantitative intensity change 
(%zaI) is used to determine Cm~n, but appear to be 
crystal-structure dependent when the eye is used to 
determine Cmi n. Since (2) was derived using a rule 
of mixtures based only on the atomic numbers of the 
matrix and solute, it should be crystal-structure 
independent, and this behavior is confirmed if 
intensity changes only are used to determine Cm~n. 
This is discussed in greater detail in the next section. 

4.2. Diamond cubic and zinc-blende structures 

The results for diamond cubic (d.c.) Si and two 
zinc-blende compounds, GaAs and InP, are shown 
in Fig. 8. Three main features were examined with 
this second set of structures: (1) the dependence of 
Cmi n o n  IZs - ZMI in structures with a multiatom basis, 
(2) the effect of adding solute to either the lower (ZL) 
or higher (ZH) atomic-number position on Cmin in a 
compound structure, and (3) the effect of having a 
small or large difference between Zt. and ZH o n  Cmi n 

in compound structures. These features were 
examined to determine if a rule-of-mixtures approach 
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Fig. 8. Plot oflog Cmi . versus log IZs-ZM[ for (I I0)d.c. Si (~:ooo = 
28-8nm) and (110) GaAs (~ooo=14-4nm) and InP (~ooo = 
33.2 nm) zinc-blende compounds. 
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Table 2. Solute concentrations required to produce 
changes in the image intensity (%AI) on As sites in 

GaAs 

Predicted Cmi n 
Cmin for  by eye Cmi n at 

Solute ] Z s -  Zt.] 2ZM ( % A I )  + 1 0 % A I  

Ge I 64.0% >100% (-) 24% 
Nb 10 6.4% 15.0% (30.7) 4.5% 
Si 17 3.8% 12.1% (73-1) 2.0% 
Cs 24 2.7% 15.5% (36.3) 1.8% 
W 43 1.5% 15.2% (15.9) 1.6% 

is valid for predicting the effect of solute on image 
contrast in compound structures, or whether the 
image contrast is a more complex function which 
depends not only on the atomic number of the 
individual matrix column, but possibly also on the 
average atomic number of the compound, the atomic 
number difference between the compound atoms 
(ZH - ZL) or other factors. Each of these three effects 
is examined below. 

The lines for Si, GaAs and InP in Fig. 8 were 
constructed by best fitting through the experimental 
data, as for the previous metallic structures. 
Examination of elemental Si (d.c.) shows that there 
is excellent agreement between experiment and 
theory, indicating that a rule of mixtures and (2) are 
valid for predicting Cain in structures with a multi- 
atom basis without additional complications. In addi- 
tion, the value of the intercept at [Zs--ZMI = 1 is 
about 2ZM, which is consistent with the values 
obtained for elemental Co, Ag and Pt, and the Cmi, 
established by eye occurred for about a +10% change 
in image intensity, so that this criterion also matched. 
Therefore, Si appears to be an ideal structure for 
testing (2) and determining the value of IZA--ZMI, 
which is approximately 2ZM. 

The data for solute on the Ga sites in GaAs also 
lie about a line with s l o p e = - 1  and an intercept of 
about 2ZM, except for IZs - ZMI < 10, where they fall 
significantly below the line. In addition, the minimum 
detectable change in image contrast observed by eye 
occurred when the intensity change was about + 10%, 
so that Cmi, was similar regardless of which criterion 
was used. Thus, it appears that a rule of mixtures 
adequately describes the image behavior for adding 
sohute to the ZL positions in this compound, and that 
(2) can be used to determine Cmi n by substituting ZL 
for 7M. However, this behavior did not occur when 
solute was added to As sites in GaAs, and excep- 
tionailly high changes in image intensity (+30-75%) 
were usually required to produce observable effects 
in the image. 

Therefore, using the eye to determine Cmi n resulted 
in values which were not described by IZA-ZMI" 
2ZM, and the data did not fit to a line with slope = -1 ,  
as illustrated by the points included in Fig. 8, and 
shown in Table 2 for comparison with predicted 

values of Cmi n assuming ]ZA--ZMI=2ZM. Also 
included in the last column of Table 2 are the Cm~, 
values which produced a +10% change in image 
intensity. Although none of these concentrations pro- 
duced an effect that was observable in the image by 
eye, the values for Cmi, generally agree within a factor 
of two with the predicted values of Cm~. for  ] Z  a - 

ZM] = 2 Z ~ .  This indicates that when the intensity 
rather than the eye is used to determine Cmin, both 
(2) and a rule of mixtures are obeyed for the Ga and 
As sites in GaAs. For GaAs, it therefore appears that 
Cmi, can be determined with (2) by substituting either 
the value of ZL or Zn for ZM, depending on which 
site the solute occupies, although it may not be pos- 
sible to see the effect of the solute by eye. A further 
test of this is provided by the results from InP dis- 
cussed below. 

The effect of having a large difference in atomic 
number for the atoms in a compound structure was 
examined by adding solute to either the In or P sites 
in InP. This case should provide a good test of 
whether the addition of solute in a compound 
depends only on the atomic number of the column 
to which it is added, or if it is a more complex function 
of the average atomic number of the compound, i.e. 
(Zn + ZL)/2. As shown in Fig. 8, the data points for 
solute on the P sites in InP lie about a line with 
slope = - 1  and an intercept of about 2ZL, indicating 
that Cmin can be determined by using the atomic 
number of P (ZL) for ZM in (2). This confirms that 
the image intensity depends mainly on the atomic 
number of the column to which the solute is added 
(the column approximation) and that (2) is crystal- 
structure independent in compounds. It should be 
mentioned that the change in image intensity which 
was observable by eye was about +10%, similar to 
solute on the Ga sites in GaAs, and that when solute 
was added to the In sites in InP, the same effect 
occurred as when solute was added to the As sites in 
GaAs. That is, exceptionally high values of Cain were 
required to produce an observable effect in the image 
by eye, and these values were not described by a line 
with s l o p e = - l ,  as shown by the' data in Fig. 8. 
However, when the values of Cm~n were determined 
for a +10% change in image intensity, they also 
yielded a line with slope = - 1  and an intercept of 
about 2ZH. Therefore, as for GaAs, (2) is valid for 
[ZA--ZM[=2ZM when the percentage change in 
image intensity is used to determine Cmi, rather than 
the eye. 

The reason for the apparent discrepancy between 
the Cmin values determined by eye and by the percen- 
tage intensity change can be explained by examining 
the image contrast for the diamond cubic and zinc- 
blende structures in Fig. 9. The projected potential 
for InP is shown in Fig. 9(a) to illustrate the atomic 
positions in these structures with respect to the 
images. For elemental Si in Fig. 9(b), the atom pairs 
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in a (110) orientation appear as bright spots on a dark 
background. When solute is added to either of the 
atoms in the pair, the bright spot increases or 
decreases in size depending on whether Zs is greater 
or less than that of Si, similar to many of the metallic 
structures discussed previously. This change in image 
contrast is readily detected by eye for an intensity 
change at the actual atom position of about +10%. 
However, in both GaAs and InP, what appears to be 
asymmetric bright ovals or pairs consisting of bright 
and dim spots that might represent the different atoms 
in GaAs and InP are actually imaging effects, which 
are significantly displaced from the actual atom posi- 
tions. In fact, in Figs. 9(c) and (d), the ZL atoms lie 
in the narrow regions of the bright ovals and near 
the dim spots, while the ZH atoms lie in the dark 
regions between the asymmetric bright ovals and 
bright spots, respectively. When solute is added to 
either the Ga or P sites, changes become apparent in 
the image for about a + 10% change in image intensity 
because the narrow regions of the bright ovals or the 
dim spots increase or decrease in size, similar to the 
behavior observed for solute in Si. However, when 
solute is added to the As or In sites, which reside in 
the dark regions of the image, an exceptionally high 
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Fig. 9. (a) Projected potential for InP in a (110) orientation, (b) 
simulated ARM image for 3.0% As (arrow) in Si, with Si atoms 
in the same positions as the projected potential in (a), (c) 
simulated image for 4.5% Nb on the center Ga site (arrow) in 
GaAs, (d) simulated image for 10.0% Ti on the center P site 
(arrow in e) in InP, and (e) same as (d) except at -42.0 nm 
defocus. The percentage changes in image intensities are shown 
in the top right-hand corners. 

concentration of solute is required to produce an 
observable change in the image, although the intensity 
is changing consistently according to a rule of mix- 
tures at lower concentrations. 

Fig. 9(e) was included for comparison with Fig. 
9(d) to illustrate that a small change in objective-lens 
defocus can be used to enhance the atomic number 
contrast in zinc-blende structures, as recently dis- 
cussed by Ourmazd, Rentschler & Taylor (1986). Fig. 
9(e) is identical to Fig. 9(d) except that the objective 
lens is at -42-0nm defocus instead of Scherzer 
defocus ( -50.0  nm). A defocus of -42-0 nm leads to 
asymmetric bright ovals in the image, similar to the 
image of GaAs in Fig. 9(c). Although the bright pairs 
are displaced from the actual atom positions as 
described for Fig. 9(c) above, the decrease in intensity 
at the solute position is more easily seen by eye in 
Fig. 9(e) than in Fig. 9(d), and this might be a 
preferred imaging situation when examining zinc- 
blende structures. The increase in image contrast that 
occurs between ZH and ZL elements in zinc-blende 
structures when the objective-lens defocus is 
decreased is due to diminution of the contrast transfer 
function at -42.0 nm defocus. This causes the struc- 
ture-factor contrast carried in the 200 reflections to 
be enhanced at the expense of diminished structural 
information usually provided by the 220 reflections 
at  -50.0 nm defocus (Ourmazd, Rentschler & Taylor, 
1986). This effect increases with increasing Z , - Z L .  

4.3. Effects of specimen and microscope conditions 

Taking the average of the intercepts obtained for 
solutes in Ag, Pt, Co, Si, Ga sites in GaAs and P sites 
in InP yields a value of IZA--ZM[ = I'8ZM. AS men- 
tioned in the analysis for the metallic elements, lines 
with a slope = -1 tend to slightly underestimate Cm~n 
when iZs -ZMI is larger than about 15, and to slightly 
overestimate Cm~, when this quantity is less. There- 
fore, replacing ]ZA--ZM[ in (2) with 2ZM com- 
pensates for the slight deviation from a slope of -1 ,  
and provides an accurate formula for estimating the 
minimum detectable solute concentration in any ele- 
ment or compound based purely on the atomic num- 
bers of the solute and matrix column in which it 
resides. However, image contrast produced by adding 
solute to a matrix will vary with the microscope 
operating conditions, and there are other factors that 
might affect the image quality and hence the value 
of IZA- ZMI just determined. Some of these factors 
are considered in this section. 

In all of the previous image calculations, the room- 
temperature Debye-Waller factors for the matrix and 
solute elements were kept constant at 0.4. This was 
done in order to isolate the effects of atomic number 
on image contrast. The effect of using the actual 
Debye-Waller factors for the elements may produce 
either lower or higher values of Cmi, than predicted 
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by (2) with [ZA--ZM[ = 2ZM, depending on the par- 
ticular elements involved. In many cases, different 
Debye-Waller factors tend to increase the scattering 
difference between the matrix and solute and there- 
fore decrease Cmin. A second simplifying assumption 
used in order to isolate the effects of atomic number, 
that may not be satisfied in actual materials, was the 
absence of any strains in the lattice due to the 
difference in atomic volumes of the matrix and solute 
atoms. In many situations distortion of the matrix 
occurs during segregation, and this distortion may 
change the image contrast in the vicinity of the solute. 
However, as discussed by Dederichs (1973) and 
Tanaka & Cowley (1987), strains produce a different 
type of diffuse scattering than compositional changes, 
and the purpose of this investigation was to isolate 
and predict the effects of compositional changes only 
on the image intensity. A third assumption that was 
made was that the solute is random along the column. 
For very thin specimens, the image should be largely 
independent of the distribution of solute in the 
column. However, for specimens with thicknesses of 
~00o, the solute should have an increasingly strong 
effect on the image as it segregates towards the top 
surface because the diffuse scattering due to the solute 
has greater opportunity to interact dynamically with 
the Bragg-scattered beams. Rose (1985) investigated 
the effect of solute depth on the image contrast for 
an Sb impurity in an Si crystal ~:000 thick and found 
a gradual increase in contrast from the bottom (---8%) 
to ~00o/2 ( -20%)  followed by a gradual decrease in 
contrast as the solute approached the top. Bursill & 
Shen (1984) found no contrast change with depth in 
the specimen in calculations on point defects in rutile 
and Tanaka & Cowley (1987) found little difference 
in the image contrast (intensity) due to point defects 
at different depths in Au, although the strongest con- 
trast occurred when the fundamental reflections were 
strong, similar to Rose (1985). Since the solute in this 
investigation was averaged thro.ughout the column, 
(2) should provide a reasonable estimate for Cmi n 

except when the solute is segregated to the bottom 
or center of the sample. In these situations, (2) may 
under- or overestimate the amount of solute required 
for detectability, respectively, although it still pro- 
vides an indication of the contrast expected and an 
order-of-magnitude value for Cm~n- 

The effects of noise and/or contamination on the 
specimen surface on the image were also neglected 
in this study, and these could be important consider- 
ations in compositional determination of actual speci- 
mens (Ponce & O'Keefe, 1986; Gibson, McDonald, 
Batstone & Phillips, 1987). However, high-resolution 
image simulation of defects in Si by Glaisher & 
Spargo (1983) indicate that noise may not limit inter- 
pretation. Furthermore, contamination did not 
appear to cause problems in recent compositional 
analyses of semiconductor compounds by Ourmazd, 

Rentschler & Taylor (1986) and Ourmazd (1987), 
which suggests that contamination may not pose 
severe limitations. Iijima (1977) has suggested that a 
contrast change of 3% is necessary for experimental 
detectability and this was satisfied for all of the Cmin 
determined in this study. Since a a l  of +10% was 
found to agree best with the value of IZa - ZMI = 2ZM, 
it is concluded that the results described herein should 
be observable above background noise and contami- 
nation in many situations. It should also be empha- 
sized that surface effects vary with the type of speci- 
men and method of sample preparation, and this 
investigation considers the best possible case that can 
be obtained theoretically, with reasonable regard for 
practical application to real specimens. The effect of 
vacancies was not discussed in detail herein, but, to 
a first approximation, vacancies behave as if they 
have Zs-  1 in (2). Furthermore, the specimen thick- 
ness has a major effect on the visibility of solute, as 
illustrated previously in Fig. 1. In this investigation, 
maximum visibility of solute was obtained at ~o0o for 
all of the crystal structures examined, in agreement 
with similar calculations of impurity segregation to 
dislocations in Si performed by Rose & Gronsky 
(1986). These results differ from those of Bursill, 
Shen, Smith & Blanchin (1984) and Bursill & Shen 
(1984), where the maximum visibility of small defects 
in nonstoichiometric rutile occurred at thicknesses of 
(n+½)~:00o. This difference may be due to the more 
complex crystal structure and defect models used in 
their investigation. Therefore, although (2) can be 
used to estimate Cmin and predict changes in image 
contrast due to the addition of solute to a matrix, 
appropriate image calculations should be performed 
for very accurate interpretation in any particular 
system. 

In addition to specimen conditions such as those 
mentioned above, certain variations in microscope 
parameters are known to change substantially the 
image contrast due to a defect. Some of the more 
important parameters are the objective aperture size 
(Reimer, 1984; Bursill, Shen, Smith & Blanchin, 1984; 
Rose & Gronsky, 1986) and position (Cowley, 1973), 
microscope accelerating voltage (Spence, 1981; 
Reimer, 1984), objective-lens defocus (Allpress & 
Sanders, 1973; O'Keefe, 1973; Cowley, 1975; Reimer, 
1984; Ourmazd, Rentschler & Taylor, 1986) and crys- 
tal and beam alignment (Smith, Saxton, O'Keefe, 
Wood & Stobbs, 1983). While consideration of all 
these parameters is beyond the scope of this article, 
it is worth discussing the effects of several of these, 
in order to evaluate the possibility of using (2) with 
]Za--ZMI=2ZM for estimating Cmi n under slightly 
different microscope conditions and thereby extend- 
ing the usefulness of the results. 

As mentioned in the Introduction, the particular 
microscope parameters used in this investigation were 
for a perfectly aligned JEOL 4000EX at Scherzer 
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defocus. Schemer defocus was chosen because it pro- 
vides the optimum transfer of  spatial information in 
most imaging situations. In addition, it has been 
shown (Reimer, 1984) that atomic-number contrast 
is maximum at Schemer defocus. Since much of  the 
effect of solute on image contrast is largely contained 
in diffuse scattering associated with the 000 beam, a 
reduction in phase contrast in the image enhances 
the amplitude contrast due to the solute. This effect 
is responsible for the maximum visibility of  solute at 
s%oo. A similar effect can be produced by decreasing 
the objective aperture size such that the fundamental  
specimen periodicities are eliminated from the image, 
as discussed by Cowley (1973), Reimer (1984), Rose 
& Gronsky (1986) and Bursill & Shen (1984). In this 
investigation, an objective aperture with r = 6.0 nm -~ 
was chosen because it represents an optimum size for 
many imaging situations; that is, it permits transfer 
of all the periodic information within the Schemer 
resolution limit of the microscope but truncates high- 
order spatial frequencies which may reduce image 
contrast. The effect of increasing or decreasing the 
aperture size from r = 6-0 nm -~ on the contrast from 
a solute of concentration Cmi, is shown in Fig. 10. In 
this figure, it is apparent  that increases in aperture 
size above 6.0 nm -1 produce only minor effects on 
the image (Fig. 10d), as do decreases until about 
4.5 nm -~. Below about 4.5 nm -~. the 111 fundamental  
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reflections at 4.3 nm -~ are excluded by the aperture 
resulting in a bright-field imaging situation, and the 
atomic number  effect of  the solute is dramatically 
enhanced at the expense of structural (phase) infor- 
mation (Figs. l a  and b). These results indicate that 
the value of IZa -- ZM] will not vary greatly from 2ZM 
for slight increases or decreases in aperture size 
(+1.0 nm -~) about r = 6.0 nm -~. 

Another practical consideration is the effect of 
accelerating voltage on the contrast due to solute. In 
general, contrast should increase with increasing 
accelerating voltage (Spence, 1981; Reimer, 1984). 
The effect of  changing accelerating voltage with all 
other conditions constant is shown in Fig. 11. In these 
images, the solute (0.15% Ag in AI) produces a 
maximum change in the image intensity ( - 3 . 3 % )  at 
400 keV, which is a positive indication about the 
capability of  medium-voltage microscopes for observ- 
ing compositional effects, although it should be noted 
that the images in Fig. 11 do not represent a one-to- 
one comparison, because the resolution of the micro- 
scope increases as the accelerating voltage increases 
in these images, as does the size of the objective 
aperture relative to the diffraction pattern. Neverthe- 
less, the percentage intensity changes as a function 
of accelerating voltage from 200-800 keV indicate that 
the contrast variations are similar enough that (2) 
with iZA--ZMi = 2Z~ can be used to obtain readily 
estimates of  Cm~, for most of  the 300-400 keV micro- 
scopes currently available. 

Other critical parameters in determining contrast 
from compositional changes are crystal and beam tilt. 
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Fig. 10. Image contrast for 2.5% Si in AI with objective apertures 
of: (a) r=3.0, (b) r=4.0, (c) r=6.0and (d) r=8.0nm -t. The 
solute is in the center atomic column, and additional contrast 
apparent at the top and bottom of (a) and (b) is due to the unit 
cells used in the image calculation. 

Fig. 11. Image contrast for 0.15% Ag in (110) Ai at accelerating 
voltages of: (a) 200 (~:ooo = 23.0 nm), (b) 300 (~:ooo = 23.8 nm), 
(c) 400 (~:ooo = 24-3 nm), (d) 500 (~:ooo = 23.8 nm), (e) 600 (~:ooo = 
23.4 nm) and (f) 700 keV (~ooo = 23.2 nm). The corresponding 
intensity changes at the solute position are also shown. 
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In the present investigation, it was assumed that the 
microscope and specimen were perfectly aligned 
because this represents an optimum situation for 
observing a simple correspondence between image 
contrast and solute concentration. Examination of 
the effects of crystal and beam tilt shows that they 
detract from the simple relationship described above. 
The amounts of crystal and beam tilt that are required 
to produce a substantial change in image contrast are 
less for compound structures than for simple metals 
(Smith, Saxton, O'Keefe, Wood & Stobbs, 1983) and 
may be as little as a milliradian, depending on the 
system. These relationships are complicated and will 
be discussed in a subsequent paper. 

4.4. Limits of  applicability 

Many different types of compositional variations 
can be found in materials. Random segregation of 
solute to regions of tension or compression along a 
dislocation represents somewhat linear segregation 
to which the present study may be applicable, and 
this has been investigated for Si by Rose & Gronsky 
(1986). Interdiffusion of elements across semiconduc- 
tor interfaces and in multilayer materials are other 
examples where compositional variations may extend 
only a few atomic planes into an adjacent material 
(Ourmazd, 1987), and the effects of such composi- 
tional changes on image contrast may be approxi- 
mately described using the treatment herein. This type 

of problem is common in materials science. The 
analysis of short-range order as described by Tanaka 
& Cowley (1987) is another example where this infor- 
mation is useful for interpreting image contrast. These 
are examples of spatially small compositional vari- 
ations which are expected to produce relatively small 
changes in the amplitudes and phases of the funda- 
mental reflections. The results may also be applicable 
to local clustering of solute into volume defects such 
as GP zones. However, when large composition 
changes occur over large spatial regions, for example 
in spinodal decomposition and growth of highly 
ordered precipitates, interpretation of image contrast 
is much more complicated. While the simple results 
that increasing the atomic number in a column of 
atoms darkens the column and decreasing the atomic 
number lightens the column can still be useful for 
deducing compositional changes in these situations 
(Howe, Dahmen & Gronsky, 1987), the contrast 
effects described in this paper can only serve as a 
guide to possible image contrast rather than as a 
predictor of contrast. 

4.5. Image contrast from 0 to 100% solute 

The previous sections have concentrated on deter- 
mining Cmi, and the validity of (2). Another related 

• question that was examined in this investigation is 
the possibility of using ARM for absolute determina- 
tion of specimen composition. This has many 
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Fig. 12. (a)-(j) Simulated A R M images for  (110) AI conta in ing  10 to 100 at.% Cu in concent ra t ion  intervals o f  10 at .%. The solute is 
in the center  o f  the image, and addi t ional  contrast  at the top and bot tom is due  to the unit  cells used in the calculations.  The  crystal 
thickness is ~:ooo = 24-4 nm. 
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important applications in materials analysis, such as 
for determining the compositions of GP zones, inter- 
diffusion at interfaces etc. Results from Cu in AI are 
shown in Figs. 12(a)- ( j ) ,  at concentration intervals 
of 10 at.% solute. As the solute content is increased 
above Cm~, (refer to Fig. 4d),  major changes in both 
the image appearance and intensity at the solute 
position occur. Furthermore, both the image intensity 
and appearance vary asymmetrically about 50% 
solute as shown in Fig. 13 and as seen by comparing 
Figs. 12(c) and (g) or 12(b) and (h). Thus, while it 
may be difficult to determine the absolute composi- 
tion to within +15% for compositions in the range 
of 40-60% Cu from either the image contrast or 
percentage intensity change alone, using both data 
allows the solute composition to be determined to 
within a few percent. Therefore, the possibility of 
absolute composition determination by ARM appears 
promising when both images and intensities are used, 
and future advances in image processing may facili- 
tate this situation. 

Another important point evident from the data in 
Fig. 13 is that the intensity change is not a linear 
function of solute concentration, as discussed by 
Tanaka & Cowley (1987). Therefore, while the rule 
of mixtures and the development in § 2.2 are valid 
for describing the dependence of the minimum detect- 
able solute concentration on atomic number and for 
relating the intensity of an atomic column with the 
solute content for small intensity changes, more com- 
plicated expressions are required to describe the 
dependence of image contrast on solute concentration 
for any combination of matrix and solute. Effects 
similar to those shown in Fig. 13 were found for other 
elements and compounds examined in this study. 
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Fig. 13. Percentage change in image intensity as a function of 
atomic percent Cu in (110) Al. 

Concluding remarks 

The results of this investigation demonstrate that local 
variations in specimen composition produce regular 
changes in the image contrast in ARM, and that it is 
possible to describe these effects quantitatively by 
considering only the atomic numbers of the matrix 
and solute atoms. Since the image contrast in ARM 
depends on both specimen and microscope condi- 
tions, optimum values of these parameters for observ- 
ing changes in specimen composition while retaining 
atomic structural information are defined. The 
optimum specimen thickness and microscope defocus 
for simultaneous observation of intensity changes in 
the image due to composition and structural vari- 
ations in most imaging situations are ~:ooo and Scherzer 
defocus, respectively. The optimum objective aper- 
ture size for observing the atomic structure of a speci- 
men by phase contrast at 300-400 keV with enhanced 
composition effects through amplitude contrast 
appears to be one that circumscribes the fundamental 
specimen periodicities and eliminates spatial frequen- 
cies beyond the Scherzer resolution limit. Given the 
above operating conditions, the contrast changes aris- 
ing from addition of solute to a matrix can be accu- 
rately described by a rule-of-mixtures approach based 
solely on the atomic numbers of the matrix and solute. 
This treatment shows that the average atomic number 
of a column containing solute must increase or 
decrease by a factor of about twice the atomic number 
of the matrix before the solute becomes visible. It 
also allows prediction of the minimum detectable 
solute concentration (Cm~n) for any combination of 
matrix and solute through a simple formula, Cram = 
2ZM/IZs- ZM , which states that Cmi, increases pro- 
portionally with the atomic number of the matrix 
(ZM) and decreases inversely with the difference in 
atomic number between the solute (Zs) and matrix. 
Use of this formula permits rapid assessment of the 
possibility of observing compositional changes for 
any system of matrix and solute in ARM, and has 
wide applicability to studies of interdiffusion and 
interfacial roughness in multilayered structures, order 
in metastable strengthening precipitates etc. The 
results also demonstrate that for low solute concentra- 
tions with the microscope conditions described above, 
addition of a solute with lower atomic number than 
the matrix causes an increase in the intensity at the 
solute column while addition of a solute with higher 
atomic number causes a decrease in intensity. Addi- 
tionally, the results show that with ARM it is possible 
to determine the composition of individual atomic 
columns to within at least +15% in many cases, and 
sometimes to within a few percent if both image and 
intensity data are available. The rule-of-mixtures 
approach to contrast prediction in ARM is essen- 
tially crystal-structure independent when intensity 
measurements are used to judge changes in image 
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cont ras t  bu t  is c rys ta l - s t ruc ture  d e p e n d e n t  w h e n  the 
eye is used  to de t e rmine  changes  in image  contras t .  
Thus ,  quan t i f i ca t ion  of  image  in tens i t ies  s h o u l d  be 
used for accura te  c o m p o s i t i o n  d e t e r m i n a t i o n  by 
A R M .  Last ly ,  a l t h o u g h  this  s tudy  only  cons iders  sys- 
tems c o n t a i n i n g  two e lements ,  the results  ind ica te  
tha t  s imi lar  p r inc ip les  can  be used to in te rpre t  the  
cont ras t  in sys tems c o n t a i n i n g  c o m b i n a t i o n s  o f  three  
or more  e lements .  
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Abstract 

C z o c h r a l s k i - g r o w n  s i l icon crystals  of  a p p r o x i m a t e l y  
1 0 c m  d i a m e t e r  and  1 cm th ickness  have  been  
a n n e a l e d  at 1470 K in o rde r  to create a h o m o g e n e o u s  
defect  s t ructure ,  wh ich  is a bas ic  cond i t i on  for  all 
s tat is t ical  t r ea tmen t s  o f  ext inc t ion .  Abso lu te  va lues  

* On leave from Instituto de Fisica, Universidade Federal do 
Rio de Janeiro, 21910 Rio de Janeiro RJ, Brazil. 

of  the  in t eg ra t ed  ref lect ing power  of  the 220, 440 a n d  
660 ref lect ions have  been  m e a s u r e d  wi th  0-0392 
y - r a d i a t i o n  in symmet r i ca l  Laue  geome t ry  for  s ample  
th icknesses  be tween  1 a n d  3 cm. The  a m o u n t  o f  
ex t inc t ion  in the e x p e r i m e n t a l  da ta  varies  be tween  
y = 0.95 a n d  y -- 0.05. D a r w i n ' s  ex t inc t ion  t heo ry  has  
been  used  to descr ibe  the th ickness  d e p e n d e n c e  of  
the da ta  sets. Desp i t e  some sho r t comings  o f  the 
model ,  it is s h o w n  tha t  the  a s s u m p t i o n  of  a phys i ca l l y  
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